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Executive Summary 

This deliverable D4.13 óSmart Factory Solutions in the EFPF Ecosystemô describes the 
Tools and Services that are brought together by the project partners to satisfy the needs for 
Smart Factory solutions in the EFPF ecosystem.  

This deliverable reports on the work being carried out in the following tasks of the EFPF 
project that correspond to the thematic topic of Smart Factory Solutions in the EFPF 
Ecosystem: 

T4.1 Factory Connectors and IoT Gateways 

T4.2 Data Interoperability and Analytics 

T4.3 Secure Data Store Solution 

T4.4 Smart Factory Tools and Service Interfaces 

T4.6 Distributed Workflow and Business Process Design and Execution 

T5.5 Software Development Kit 

The primary reason for combining the outcome of multiple tasks into one deliverable is that; 
the solutions developed in all of the above tasks are interrelated and, in most cases, rely on 
each other for data or functionality. In this respect, all the above tasks deliver solutions that 
can be offered under the broad categories of Smart Factory/Digital Manufacturing and/or 
Industry4.0 solutions, which are highly desired by the user manufacturing companies.   

This deliverable provides a description of the different tools along with their implementation 
details and high-level explanation on how the tools are deployed or offered in the EFPF 
ecosystem. The range of tools described in this deliverable cover factory connectivity, 
productivity, collaborations, smart factory operations and software development. The 
deliverable also describes how the available tools can interface with one another and 
sources of data. Details of the different tools is provided to a level where the users are able 
to understand what the tools does, how it is configured and what are the expected results. 

The deliverable also provides a detailed overview of the EFPF Software Development Kit 
that can be used to create applications either by combining different Tools and Services or 
by creating new applications that can be exposed in the EFPF ecosystem through the 
integrated Marketplace framework. 
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0 Introduction 

0.1 EFPF Project Overview 

EFPF ï European Connected Factory Platform for Agile Manufacturing ï is a project funded 
by the H2020 Framework Programme of the European Commission under Grant Agreement 
825075 and conducted from January 2019 until December 2022. It engages 30 partners 
(Users, Technology Providers, Consultants and Research Institutes) from 11 countries with 
a total budget of circa 16Mú. Further information:www.efpf.org 

In order to foster the growth of a pan-European platform ecosystem that enables the 
transition from ñanalogue-firstò mass production, to ñdigital twinsò and lot-size-one 
manufacturing, the EFPF project will design, build and operate a federated digital 
manufacturing platform. The Platform will be bootstrapped by interlinking the four base 
platforms from FoF-11-2016 cluster funded by the European Commission, early on. This will 
set the foundation for the development of EFPF Data Spine and the associated toolsets to 
fully connect the existing platforms, toolsets and user communities of the four base 
platforms. The federated EFPF platform will also be offered to new users through a unified 
Portal with value-added features such as single sign-on (SSO), user access management 
functionalities to hide the complexity of dealing with different platform and solution providers. 

0.2 Deliverable Purpose and Scope 

The purpose of this document ñD4.13: Smart Factory Solutions in the EFPF Ecosystem - Iò 
is to describe the Connectors, Gateways, Tools and Services available within the EFPF 
Ecosystem and how they can be used individually or in combination to provide solutions to 
manufacturing challenges. This includes description of what each Connector, Gateway, 
Tools and Services offer, how it is configured and what outcome is provided to the end-user. 

It is possible to treat this document as a reference to understand how solutions are 
implemented and as a guide to what offerings can be selected by end-users at this current 
time in the project. During the project, should new tools and services be developed or 
become available for inclusion in the EFPF Ecosystem, descriptions of each may be added 
for reference in the final version of the deliverable due at the end of the project.  

0.3 Target Audience  

This document aims primarily at the technical end-users from the manufacturing domain 
who wish to understand what offerings are made available through the EFPF Ecosystem to 
solve production issues or achieve productivity gains. The content of this deliverable is also 
of interest to technical audience from ICT, Engineering or Systems Integration organisations 
who are interested in either using or extending the existing offerings. 

0.4 Deliverable Context 

This document is one of the cornerstones for achieving the project results. Its relationship 
to other documents is as follows: 

http://www.efpf.org/
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¶ D3.11 - EFPF Data Spine Realisation - I: Provides details of the architecture used within 
the EFPF project to establish a federation of multiple platforms, tools and services. 

¶ D2.3 ï Requirements of Embedded Pilot Scenarios: Provides details of the user 
requirements captured in the EFPF project 

0.5 Document Structure 

This deliverable is broken down into the following sections: 

¶ Section 1:  Introduction to Smart Factory tools in the EFPF ecosystem: An 
introduction to this deliverable including an introduction to User Requirements, followed 
by the Deployment Approach and the Service Integration and Communications 
Workflow. 

¶ Section 2: Connectivity and Data Flow in the EFPF Ecosystem: Provides a 
description of the approach connecting to data within the manufacturing environment, 
and explains the solutions available in the ecosystem that an end-user can utilise to 
make data available. 

¶ Section 3: Deployment and Hosting: Describes the deployment hosting environments 
and solution provided in the EFPF project 

¶ Section 4: Smart Factory Pilot Solution Requirements: Describes the user 
requirements captured in the project and the mapping of these requirements against the 
technical solutions 

¶ Section 5: Factory Connectivity:  Describes the factory connectivity solutions available 
in the EFPF federation. These solutions enable the extraction of data from manufacturing 
assets and utilisation of this data in smart factory solutions 

¶ Section 6: Foundation Tools and Services: Describes the background services 
available in the EFPF federation. These services provide the connectivity, data modelling 
and security features in smart factory solutions 

¶ Section 7: Productivity Tools: Describes the Tools and Services made available within 
the ecosystem that offer solutions to make productivity gains, improve quality, optimise 
processes, reduce waste and monitor or visualise KPIôs. 

¶ Section 8: Smart Factory Solutions: Describes the features and approach that an End 
User can take to create Smart Factory solutions by linking tools and services together to 
achieve a more comprehensive functionality. 

¶ Section 9: Conclusions and Outlook: Summary status and description of expectations 
of next steps.  

 

¶ Annexes: 
 

¶ Annexe A: Document History 

¶ Annexe B: References  

¶ Annexe C: Component Deployment 

0.6 Document Status  

This document is listed in the Description of Action as ñPublicò since it provides information 
to a wider audience inside and outside the EFPF project. 

http://www.efpf.org/
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0.7 Document Dependencies  

This document is the first of the two deliverables that describe the technical status of Smart 
Factory solution with the EFPF Ecosystem. This first deliverable submitted at Month 18 of 
the EFPF project describes the current technical achievements and tools and services. The 
second and final deliverable at Month 48 provides the final status of Smart Factory solutions 
and will provide documentation of how Smart Factory solutions have evolved to satisfy the 
needs of both project pilots and open call experimenters. 

0.8 Glossary and Abbreviations 

A definition of common terms related to EFPF can be found at:  

https://www.efpf.org/glossary 

0.9 External Annexes and Supporting Documents 

None 

0.10 Reading Notes 

None 

 

http://www.efpf.org/
https://www.efpf.org/glossary


European Connected Factory Platform for Agile Manufacturing ï www.efpf.org 

 

 

 

 
D4.13: Smart Factory Solutions in the EFPF Ecosystem - I - Vs: 1 ï Public 10 / 132 

 

1 Introduction to Smart Factory Tools in the EFPF 

Ecosystem 

The EFPF ecosystem supports the delivery and co-ordination of Smart Factory Tools, 
Services, Connectors and Gateways from multiple platforms involved in the project. The 
availability of such solutions address the diverse (e.g. digitalisation, shop-floor connectivity 
etc) needs of connected factories and lot-size-one manufacturing scenarios. Access to these 
solutions enables the manufacturing companies in the EFPF ecosystem to dynamically react 
to market opportunities, introduce efficiency and robustness in their production 
environments and use modern technologies to maximise business interests. 

This deliverable describes the key functionalities and the approach on how these tools and 
services are hosted, connected and used to share data in order to meet the end-user needs. 
The current list of tools and services available is described in this deliverable, outlining what 
is offered, how it is configured and what the resultant output from using the tools would be 
for an end-user. It should act as a report of functionality available to end-users through the 
EFPF Ecosystem and provide guidance on how Tools and Services can be combined using 
the features of the EFPF Data Spine to solve diverse production issues. 

1.1 Architecture Overview 

 

Figure 1: High-level Architecture of the EFPF Ecosystem 
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Figure 1 presents an overview of the high-level architecture of EFPF ecosystem. The EFPF 
ecosystem is based on a federation model, which consists of distributed platforms, tools and 
components provided by several partners and an integration and communications layer 
called óData Spineô. These individual components communicate through the central Data 
Spine and thus, the EFPF ecosystem follows Service-oriented architecture (SOA) style. The 
main elements in the EFPF federation are introduced below. The detailed description of the 
architecture can be found in D3.1: EFPF Architecture-I and D3.2: EFPF Data Spine 
Realisation ï I. 

¶ Data Spine: The Data Spine provides the interoperability infrastructure that can be 
used to interlink and bridge the interoperability gaps between the tools and services of 
different platforms. It adheres to common industry standards and follows a modular 
approach to enable the creation of a modular, flexible and extensible ecosystem. The 
interoperability requirements of the tools and services from different platforms were 
surveyed and based on the results, the conceptual components of the Data Spine were 
defined as shown in Figure 1. The details of this survey can be found in D3.1: EFPF 
Architecture-I. The Integration Flow Engine component is intended to bridge the 
interoperability gaps between heterogeneous tools at protocol and data model level 
while EFS (EFPF Security Portal) together with API Security Gateway facilitates 
security interoperability. The Message Bus enables asynchronous communication in 
the EFPF ecosystem, and the Service Registry facilitates the lifecycle management of 
service metadata including their API specifications. 

¶ EFPF Platform: This is a digital platform that provides unified access to dispersed 
(IoT, digital manufacturing, data analytics, blockchain, distributed workflow, business 
intelligence, matchmaking, etc.) tools and services through a Web-based portal. The 
tools and services brought together in the EFPF platform are the market ready or 
reference implementations of the Smart Factory and Industry 4.0 tools from project 
partners. 

¶ Base Platforms: The four base platforms (COMPOSITION, DIGICOR, NIMBLE and 
vf-OS) in EFPF are funded by the European Commission's Horizon 2020 program 
within the Collaborative Manufacturing and Logistic Cluster (FoF-11-2016).  

¶ External Platforms: In addition to the four base platforms, the EFPF ecosystem 
enables interlinking of other platforms and open-source tools that address the specific 
needs of connected smart factories. The external platforms that joined the EFPF 
ecosystem at the beginning of the project are: ValueChainôs iQluster platform1, 
Nextworksô Symphony platform2, and SMEClusterôs Industreweb platform3 

¶ Pilots and Experiments: These are the components and systems that will interact 
with the EFPF ecosystem (including the EFPF platform and the Data Spine) during the 
course of the project 

 
1 https://valuechain.com/supply-chain-intelligence/iqluster 
2 https://www.nextworks.it/en/products/brands/symphony 
3 https://www.industreweb.co.uk/ 

http://www.efpf.org/
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Figure 2: Interaction between the Smart Factory Tools and the Data Spine 

 

Figure 2 illustrates how different Smart Factory Tools, Services, Connectors and Gateways 
from multiple platforms can make use of the Data Spine to communicate with each other in 
general. The specific or exact interactions of the Smart Factory Tools with the components 
of the Data Spine depend upon specific use cases. The figure groups the Smart Factory 
Tools based on their domains or functionalities and shows the interactions of these groups 
with the Data Spine components for better readability.  

In addition, Figure 2 specifies the technologies that were selected to realise the conceptual 
components of the Data Spine, and shows the APIs provided by these components, their 
interrelationships and how the Smart Factory Tools consume these APIs in order to 
interoperate and interact with each other through the Data Spine. 

The EFS component of the Data Spine provides identity and access management 
functionality in the EFPF ecosystem. The API Security Gateway (APISIX), acting as the 
policy enforcement point, intercepts all the traffic to the Data Spine and invokes the EFS for 
authentication and authorization decisions. Thus, EFS together with APISIX are responsible 
for providing an SSO facility across the EFPF ecosystem. 

The Smart Factory Tools make use of the Integration Flow Engine (Apache NiFi) to create 
integration flows which can be used to translate between heterogeneous protocols and data 
models as required by different use cases. The APIs of the Smart Factory Tools and their 
proxy APIs resulting from the integration flows are secured by the EFS through the API 
Security Gateway. In the figure, the APIs óSFT APIs Proxyô and óiFlow API Proxyô exposed 
through the API Security Gateway are the secure proxy APIs for óSFT APIsô (the APIs offered 
by different Smart Factory Tools) and óiFlow APIô respectively. 

The Smart Factory Tools use the Service Registry to register their services and to find the 
metadata of other services such as their API specifications that can be useful e.g., while 
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European Connected Factory Platform for Agile Manufacturing ï www.efpf.org 

 

 

 

 
D4.13: Smart Factory Solutions in the EFPF Ecosystem - I - Vs: 1 ï Public 13 / 132 

 

creating the integration flows. The tools communicate with the Service Registry through its 
secure proxy API óSR API Proxyô exposed through the API Security Gateway. After the Smart 
Factory Toolsô APIs (SFT APIs) are registered to the Service Registry, the API Security 
Gateway automatically creates secure proxy APIs (óSFT Proxy APIsô in the figure) for them. 
The secure SFT Proxy APIs can be invoked directly by different tools/services or through 
the integration flows. 

Finally, the Message Bus (RabbitMQ) component can be used for mediating the transfer of 
messages or data between the Smart Factory Tools that follow the asynchronous 
communication pattern. The Message Bus offers óPubSub APIô that can be consumed 
directly by the tools or through integration flows. The secure proxy of the Message Busô 
HTTP API óRabbitMQ API Proxyô is used by administrators to configure access policies for 
different users and topics. 

1.2 Architecture Considerations and Implications 

Figure 1 shows the conceptual components of Data Spine, the central gluing mechanism in 
the EFPF ecosystem and Figure 2 shows the technologies used to realise these conceptual 
components and interactions between these components. The reasoning behind the 
identification of these conceptual components, the methodology followed for the selection 
of technologies to realise these components and the quality assessment of the architecture 
are explained in detail in D3.1: eFactory* Architecture-I and D3.2: eFactory* Data Spine 
Realisation ï I. The summary of architectural considerations and implications in general and 
also from the perspectives of Smart Factory Tools and system integrator users is presented 
below: 

*After the publishing of these deliverables, the eFactory acronym is replaced by EFPF 

¶ Federation model: The EFPF ecosystem architecture is based on a federation model, 
meaning that interoperability between different tools/services needs to be established 
ñon-demandò i.e. when required by a use case through an integration flow. As there is no 
common data model or format imposed, there is no overhead on the system 
administrators of maintaining such a complex canonical model and on the services to 
understand it and adhere to it. But, on the downside, a pair of services need to create an 
integration flow to interoperate and communicate with each other. 

¶ Agility and flexibility: The use of Data Spine and the integration flows in particular to 
establish interoperability allows the tools/services to be loosely coupled. This allows the 
tools/services to have neutral APIs not strongly tied to any specific implementation and 
provides the flexibility to different tools/services to evolve independently. The reliance on 
APIs as contracts between services is a standard practice; however, successful 
collaboration depends upon service providers adhering to the semantic versioning4 
standard recommended by the EFPF ecosystem to version their APIs and conveying 
plans to deprecate/upgrade their APIs to the service consumers in advance. To enable 
service consumers to monitor changes to the APIs they consume, a new tool óInterface 
Contracts Monitoring Toolô is being developed. 

¶ Usability: The Data Spine provides an intuitive, drag-and-drop style GUI to the system 
integrator users to create integration flows with minimal effort. The collaboration of work 

 
4 https://semver.org/ 
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concerning a particular integration flow among different users is easy to manage as the 
Data Spine provides a Web-based GUI for creating integration flows and a multi-tenant 
authorization capability that enables different groups of users to command, control, and 
observe different parts of the dataflow, with different levels of authorization.  

¶ Built-in functionality and tool/service integration effort: The Data Spine provides 
connectors for standard communication protocols such as HTTP, MQTT, AMQP, etc. 
that are widely used in the industry. In addition, to transform between different data 
models, it provides three data transformation processors: JoltTransformJSON, 
TransformXml and ExecuteScript. Thus, the Data Spine takes care of the boilerplate 
code and facilitates the system integrator users for integrating their services by 
configuring only the service-specific parts of the integration flows with minimal coding 
effort. 

¶ API Management: The system integrator users need to refer to the API specifications of 
services to create integration flows. The Data Spine provides Service Registry 
component to store and retrieve service metadata including the API specifications. To 
ensure uniformity across and completeness of the API specifications, the EFPF project 
recommends the use of OpenAPI Specification5 standard for specifying the APIs of 
services that follow synchronous request-response communication pattern and 
AsyncAPI Specification6 standard for specifying APIs of services that follow 
asynchronous publish-subscribe communication pattern. Thus, this implies that the 
service providers need to register their services to the Service Registry and follow the 
proposed standards to specify the APIs of their services. 

¶ Modularity and extensibility: The architecture of the EFPF Data Spine and platform 
has been designed with modularity and extensibility in mind to meet the need for 
incorporating new tools in the EFPF platform and external platforms in the EFPF 
ecosystem, with minimum effort. The components of the Data Spine communicate with 
each other through standard interfaces and protocols and are modular in nature. Support 
for new functionality such as protocols can be added by developing new 
processors/plugins.  In this way, the Data Spine adheres to common industry standards 
and follows a modular approach to enable the creation of a modular, flexible, and 
extensible ecosystem. 

¶ Performance and scalability: The EFPF ecosystem makes it easy to integrate new 
tools/services through the use of Data Spine and promotes reusability. As the Data Spine 
is a central entity, it should be highly performant and should support high throughput. 
The performance critical components of the Data Spine have the capability to operate 
within a cluster and will be deployed within a cluster in the Production environment of the 
EFPF ecosystem. 

¶ Availability and monitoring: The failure of central components such as the Data Spine 
could impact a significant part of the EFPF ecosystem. While the clustered deployment 
of such crucial components mitigates such risks, it becomes necessary to monitor 
failures, unusual behaviour such as sudden spikes in resource consumption (CPU, 
memory, etc.) to ensure high availability. A new óMonitoring/Alerting Systemô is being 

 
5 https://swagger.io/specification/ 
6 https://www.asyncapi.com/docs/specifications/2.0.0 
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developed to monitor the availability and resource consumption of the components of 
EFPF ecosystem and generate alerts if such anomalies are detected. 

¶ Maintainability: The loosely coupled and modular nature of the EFPF ecosystem helps 
significantly towards its maintainability. A high-quality documentation of the Data Spine 
and the Smart Factory Tools is being published in the óEFPF Documentation Portal7ô. 

 
7 https://docs.efpf.linksmart.eu/ 
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2 Connectivity and Data Flow in the EFPF Ecosystem  

This Section describes service integrations and data flow in the in the EFPF ecosystem. It 
highlights the integration aspects from the perspectives of Service Providers and Service 
Consumers. 

2.1 Data Model Interoperability 

2.1.1 Designing for interoperability 

The objective of the data model interoperability layer is supporting information exchange 
and business processes that spread across two or more of the existing EFPF platforms.  

Two options are available to provide interoperability between incompatible data models.  

The first option would be to use a set of standard data models on the Data Spine which can 
be interpreted as using a one-to-one approach when dealing with data model 
incompatibilities as shown in Figure 3. When using this approach, data coming from a given 
tool/service using a proprietary data model is converted to a standard data model 
appropriate for the tool/service use case. A set of considered standard data models is 
available in D3.2 ñEFPF Data Spine Realisationò. This data can be then directly consumed 
by tools adopting the given standard data model or can be converted back to different 
proprietary data models. 

This first approach can be advised in a scenario in which the data producers want to attract 
many different data consumers (e.g. shop floor data that can be consumed by different 
analytics services). In fact, this approach allows for more modularity and change resilience 
at cost of a little more complexity due to the higher number of data model translations with 
respect to the following option. 

 

Figure 3: Use of a standard data model 
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A second approach would be to use a one-to-many translation strategy in which each 
tool/service has to directly deal with all the data models used from the other tools/services 
as shown in Figure 4. With this approach, the data models are directly converted from the 
proprietary data model used by the tool/service producing the data to the data model used 
by the tool/service consuming the data. 

This second approach is advised if, differently from the first scenario, there is the need to 
connect a few tools /services together. The benefits of the first approach are greater in a 
scenario with many interconnected tools/services. In this second scenario, the developers 
do not have to deal with the complexity of a central standard data model at the cost of less 
interoperability with future service/tools additions compared to the first scenario. 

 

 

Figure 4: Direct conversion between proprietary data models 

 

2.1.2 Tools for providing data model interoperability 

The EFPF ecosystem makes use of the Data Spine to ensure that data model 
interoperability is achieved. By using the EFPF Data Spine these transformation tools can 
easily have access to all of its components such as the Message Broker, the API Security 
Gateway, or the service registry this makes obtaining and giving access to transformed data 
easy and secure. 

Regardless of the chosen integration strategy, different technical solutions are provided to 
developers to easily integrate their tools and services by transforming their data models. 
This data model transformation process is transparent from the point of view of the 
tools/services and can happen both on the Integration Flow Engine and outside of it on 
dedicated infrastructure. Some of the options provided are: 

¶ JOLT: To perform JSON to JSON data model conversion, Apache NiFi, the dataflow 
management platform that is used to realize the Integration Flow Engine of the Data 
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Spine contains a processor capable of running Jolt scripts. Therefore, it can be easily 
added to an integration flow to perform data transformation. JOLT (JsOn Language 
for Transform) is a JSON to JSON transformation library. The Jolt specifications for 
performing the transformation is also written in the form of a JSON document. Among 
the different transform option, the shift transform option thanks to the inclusion of 
several ówildcardsô is the most powerful and easy transformation provided by JOLT, 
it enables the user to perform about 80% of the typical transformation work. 

¶ XSLT: If the need arises to transform data encoded as XML, an option is to use the 
TransformXml processor in NiFi which can transform an XML payload obtained from 
a flow file using a provided XSLT configuration file. XSLT, a WC3 standard, is a 
language for transforming XML documents into other XML documents. It is used in 
conjunction with XPath 2.0 to write rules to match parts of a parsed XML document 
and compile a new XML document. 

¶ Ad-Hoc microservices: In case the developers do not want to use any of the options 
provided above an option is to use a dedicated microservice. This option fetches the 
data from the Integration Flow Engine in the Data Spine towards a custom developed 
and maintained component which needs to be hosted outside from the Data Spine. 
There the data can be transformed from a custom to a standard data model. This 
process can be performed using a framework of choice from the developers without 
the need for it to be supported by the Integration Flow engine. Once transformed the 
data can be then pushed back to the Data Spine to be used from other services with 
the options provided by the EFPF ecosystem. 

The party responsible for the data model integration can be the data producer, data 
consumer, or integration company. To achieve data model interoperability, various 
resources and documentation on how to use the different data model transformation tools 
are provided on the EFPF Documentation Portal8. Information provided includes example 
transformations using the different technologies described for translating standard data 
models and blueprints for adapting the provided examples to different use cases. More 
details and an in depth description of some example transformation can be found D3.2 
(ñEFPF Data Spine Realisationò). 

2.2 Service Integration through Data Spine 

Data Spine is the central entity or gluing mechanism that interlinks and establishes 
interoperability between the services of different platforms in the EFPF ecosystem. In order 
for a pair of heterogeneous services in the EFPF ecosystem to communicate with each 
other, they need to be integrated through the Data Spine at first. Figure 5 depicts the Data 
Spine along with its internal components and also shows its relation to the platforms, 
services and tool such as the Factory Connectors, etc. A detailed description of the Data 
Spine can be found in the deliverable D3.11 EFPF Data Spine Realisation - I. 

The subsequent Sections elaborate the steps to be followed by services for integration 
through the Data Spine and describe the service-to-service communication that happens at 
run-time through the Data Spine in the form of workflows once they are integrated. 

 

 
8 https://docs.efpf.linksmart.eu/ 
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Figure 5: High-level Architecture of the Data Spine 

2.2.1 Design-time Aspects and Activities 

This Section lists the activities that the service providers need to do in order to provide their 
services through the Data Spine and the activities the service consumers need to do in order 
to consume the services provided through the Data Spine with the help of examples. These 
design-time aspects become the prerequisites to enabling communication through the Data 
Spine. This section is further divided into óSynchronous Communicationô and óAsynchronous 
Communicationô as the activities differ for both.  

Synchronous Communication 

Prerequisites:  

The service provider óProvider1ô and service consumer óConsumer1ô are both EFPF users. 
Provider1 and Consumer1 have the necessary access permissions required to register 
services to the Service Registry. 

Design-time activities: 

1. Provider1 registers their service óService1ô to the Data Spine Service Registry with an 
appropriate service ótypeô. For simplicity, let us assume that Service1 has only one API 
endpoint óEP1ô. 

2. An EFPF administrator user óAdmin1ô defines/configures the access permissions for 
accessing EP1 in the EFS. 
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3. The API Security Gateway (ASG), which checks for new service registrations/updates 
to services in the Service Registry periodically, creates a proxy endpoint/route óEP1Pô 
for EP1 in ASG ï this could be used to invoke the endpoint directly without creating an 
integration flow in the case if protocol translation and/or data transformation isnôt needed 
(here it is assumed that data transformation is needed). 

4. Consumer1 decides to consume Service1 and gets the technical metadata for service1 
including its API spec from the Service Registry. 

5. Consumer1 requests for and acquires the necessary access permissions to invoke EP1. 

6. Consumer1 creates an integration flow using the GUI of the Integration Flow Engine to 
invoke EP1, perform data transformation and finally create an óinteroperability-proxyô 
endpoint EP1-C for EP1 in the integration flow. 

7. Consumer1 registers this new EP1-C endpoint to the Service Registry. 

8. ASG creates a proxy endpoint EP1-CP for EP1-C. 

9. Consumer1 requests for and acquires the necessary access permissions to invoke EP1-
CP. 

10. Provider1ôs service and Consumer1ôs service are now integrated through the Data Spine 
and can start communicating with each other. 

Asynchronous Communication 

Prerequisites:  

The publisher óPublisher1ô and subscriber óSubscriber1ô are both EFPF users. Publisher1 
and Subscriber1 have the necessary access permissions required to register services to the 
Service Registry.  

Let us assume that publisher1ôs entity that publishes/intends to publish to the Data Spine 
Message Bus is ófc1ô. 

Design-time activities: 

1. If fc1 is a Factory Connector/Gateway (FCG), Publisher1 logs in to the EFPF 
Marketplace and purchases this Factory Connector fc1 there; else, step 1 is skipped. 

2. Publisher1 gets a root topic name (for Publisher1ôs company) óp1ô. 

3. Publisher1 logs in to the Factory Connector/Gateway Management Tool (FCGMT) and 
creates a sub-topic óTopic1ô under p1 to publish to and gets a key ópkô for publishing to 
that topic óp1/Topic1ô. 

4. Publisher1 configures fc1 to publish to Data Spine Message Bus over the topic 
óp1/Topic1ô using the key pk. 

5. Publisher1 registers its service óService1ô that consists of an API containing this 
publication information (topic óp1/Topic1ô, associated data model, etc.) to the Service 
Registry. 

6. Subscriber1 decides to subscribe to Service1ôs topic óp1/Topic1ô and gets the technical 
metadata for Service1 including its API spec from the Service Registry. 

7. Subscriber1 requests for access permissions to subscribe to p1/Topic and gets the key 
pk for the same. 
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8. Subscriber1 creates an integration flow using the GUI of the Integration Flow Engine to 
subscribe to p1/Topic, perform data transformation and finally to publish the resulting 
data to Message Bus over the topic ós1/topic1ô using the key sk (ós1ô is Subscriber1ôs 
root topic and he/she obtains the same along with the key óskô following the same 
procedure as publisher1). 

9. Subscriber1 registers his/her service with the APIs containing its subscription and 
publication information to the Service Registry. 

10. Publisher1ôs service and Consumer1ôs service are now integrated through the Data 
Spine and can start communicating with each other. 

2.2.2 Run-time Aspects and Workflows 

This Section describes the service-to-service communication that happens at run-time 
through the Data Spine in the form of workflows. In order to enable such a communication, 
the participant services need to be integrated through the Data Spine first by following the 
design-time activities enlisted in the previous section. Therefore, in a way, the workflows 
described in this Section are a continuation of the activities mentioned in the previous 
Section. This section is further divided into óSynchronous Communication Workflowô and 
óAsynchronous Communication Workflowô as the workflows differ for both. 

Synchronous Communication Workflow 

1. Consumer1ôs service invokes EP1-CP endpoint/route of ASG. 

2. ASG, acting as a reverse proxy, checks with EFS to ensure that Consumer1 has the 
necessary permissions to access EP1-CP and to perform the requested operation. 

3. ASG, upon receiving a positive reply from EFS, invokes EP1-C exposed by the 
integration flow. 

4. Integration Flow Engine does the necessary request (payload, query parameter, path 
parameter and/or header) transformation as defined by the integration flow and finally, 
invokes the external endpoint EP1. 

5. Upon receiving the response, the Integration Flow Engine performs payload data 
transformation as defined by the integration flow and finally, sends the resulting payload 
as a response to ASG. 

6. ASG sends the received response to Consumer1ôs service. 
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Figure 6: Example of Synchronous Communication Workflow 

 

Asynchronous Communication Workflow 

1. Publisher1ôs service publishes data to the Data Spine Message Bus over topic 
p1/Topic1 with the key pk. 

2. The integration flow created by Subscriber1 subscribes to this topic p1/Topic1 using 
the key pk, transforms the payload data from Publisher1ôs data model pDM to its own 
data model sDM and finally, publishes this transformed payload data to the Message 
Bus over topic s1/Topic1 with the key sk. 

3. Subscriber1ôs service subscribes to the topic s1/Topic offered through the Message 
Bus using key sk and starts receiving the data. 
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Figure 7: Example of Asynchronous Communication Workflow 

2.3 Communications Workflow 

The API service security is handled by the API Security Gateway (ASG). The ASG acts as 
a border gateway ahead of all API calls to the Data Spine. Its role is to enforce security 
policies on the service calls. In EFPF, ASG is implemented using Apache APISIX. The 
following diagram (Figure 8) shows the basic communication flow of services to the EFPF 
Data Spine. 
The ASG automatically creates the routes for services via reading the data spineôs service 

registry. Any routes which are not exposed in the ASG will result in a 404 Not found 

response. The API Gateway has two custom plugins for security enforcement. 
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